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 Meta-analysis can "fail": reply to Kotiaho and Tomkins

 Michael D. Jennions, School of Botany and Zoology, Australian National Univ., Canberra, A.C.T. 0200, Australia.

 (michael.jennions@ anu.edu.au). - Anders P. Moller, Laboratoire Parasitologie Evolutive, CNRS UMR 7103, Univ.
 Pierre et Marie Curie, Bdt. A, 7ime Jtage, 7 quai St. Bernard, Case 237, FR-75252 Paris Cedex 05, France. - John

 Hunt, School of Biological, Earth & Environmental Sciences, The Univ. of New South Wales, Sydney 2052, N.S. W.,
 Australia.

 With meta-analysis, researchers transform statistical

 tests of hypotheses into a common metric the 'effect

 size'. An effect size is 'the degree to which the phenom-

 ena is present in a population' or 'the degree to which

 the null hypothesis is false' (Cohen 1988, pp. 9-10).

 One aim of meta-analysis is to calculate the average

 effect size after weighting each estimate by its sampling

 variance. Kotiaho and Tomkins (2002) (hereafter K&T)

 recently suggested this procedure always yields the con-

 clusion that the mean effect size is significantly different

 from zero because of strong publication bias. Their

 argument is based on Csada et al. (1996) who noted

 that in 1201 papers only 8.6% of tests of the main

 hypothesis concluded the effect was non-significant.

 K&T (2002) illustrate their claim with an example.

 They assume a true mean effect of zero and that nine of

 every ten studies is significant due to publication bias.

 They then conclude that the mean effect size must be

 significantly greater than zero. This example is slightly

 misleading because it exaggerates the problem posed by

 publication bias. First, with a true mean of zero, signifi-

 cant results are equally likely to be greater or less than

 zero. So, in their example, even with publication bias

 the mean effect size calculated from published studies
 would be zero. One 'paradox' of publication bias, is

 that it is most likely to inflate the estimate of the mean

 effect when the true effect is small but non-zero (Palmer

 2000). The real issue is thus the extent to which publica-

 tion bias causes us to overestimate mean effect sizes.

 More generally, type I error (a significant result when

 the null hypothesis is correct) is only an index of the
 extent to which overestimation occurs. For example,

 would the mean effect still differ from the null hypoth-

 esis if publication bias were taken into account? Usually

 the null hypothesis is that the mean effect is zero, but it

 need not be. Second, publication bias is sensitive to

 both P-values and sample size (Song et al. 2000, Palmer

 2000, Moller and Jennions 2001). Significant results

 based on small samples are published, while non-signifi-

 cant ones are not. With reasonable sample sizes, how-

 ever, even non-significant results are eventually

 published. Meta-analysis gives greater weighting to

 studies with smaller sampling variance (i.e. larger sam-

 ple sizes). In their illustrative example, K&T (2002)

 assumed all sample sizes were identical. This again

 exaggerates the effect of publication bias. Unpublished

 studies should have smaller sample sizes and therefore a

 fairly weak effect on the weighted estimate of the mean

 effect size.

 We fully agree with K&T (2002) that publication bias

 is a source of concern. We disagree with their statement

 that "meta-analysis can not fail to provide an effect size

 significantly different from zero". The available data

 supports our perspective.
 How many published meta-analyses fail to reject the

 null hypothesis that the mean effect is zero? We

 counted up the number of tests of mean effect sizes that

 were or were not significant in 47 published meta-analy-

 ses in biology. We simply looked at the main summary

 tables or figures. This was a cursory survey and we did
 not concern ourselves with the lack of independence

 between tests (e.g. we counted tests of groups A, B and

 C and the test of 'all' ( = A + B + C) as four tests. We
 also treated estimates calculated at the sample, study

 and species level as independent tests). Of 831 estimates

 of mean effect sizes, 512 were significant at the 0.05

 level (62%) (Fig. 1). So, for what it is worth, meta-

 analyses can, and do, 'fail'.

 Even if publication bias occurs, how strong an influ-

 ence does it have on estimates of mean effects? Con-

 cluding that publication bias makes meta-analyses

 worthless is like concluding that measurement error
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 Fig. 1. The number of tests of mean effect size that yielded an
 estimate of the mean effect significantly different from zero
 (P < 0.05) plotted against the total number of tests performed
 (N = 47 published meta-analyses). All points should fall on the
 1:1 line if meta-analyses never fail to reject the null hypothesis
 that the mean is zero.

 makes fieldwork pointless. It depends on the magnitude

 of the problem. Again, we can tackle this question

 empirically. Jennions and Moller (2002b) examined 40

 subsets of data from 40 published meta-analyses in

 biology. We estimated how many studies were missing

 using the 'trim and fill' method of Duvall and Tweedie

 (2000a, b). This method is based on detection of asym-

 metry in plots of sample size against effect size ("funnel
 plots"). To be conservative, we can assume studies are

 missing solely due to publication bias. In fact, there
 may be few or no unpublished studies as asymmetry in

 a funnel plot can occur for several other reasons
 (Thornhill et al. 1999). We corrected for potential pub-

 lication bias by adding these 'missing' studies to the

 actual data sets and then recalculated the mean effect

 size. In 21% (8/38) of cases the weighted mean effects

 were no longer significantly greater than zero. Clearly
 this is cause for concern, however, it shows that the

 problem of publication bias is neither insoluble nor
 excessive. Rephrasing the finding, 79% of effect sizes
 initially estimated to be significantly greater than zero

 remained so even after correcting for publication bias.

 So these biological relationships, while overestimated,
 do appear to be genuine.

 Even if Csada et al.'s (1996) statement that only 8.6%

 of main results are non-significant is correct, it is worth
 noting that many meta-analyses deal with data that is
 not the key focus of the publication. Meta-analysts

 know this only too well as they often struggle to track
 down data buried in papers asking completely different

 central questions. K&T (2002) argue that given only

 8.6% of findings are non-significant and estimates of

 mean effect size rarely exceed r = 0.3 then, in the ab-

 sence of publication bias, the true mean effect must be

 close to r = 1 for most hypotheses. They are implicitly

 suggesting that publication bias is extremely strong (i.e.

 there are far too few non-significant studies published if

 true effect size are less than r = 0.3). This argument is

 incomplete though. The likelihood of obtaining a sig-

 nificant result (i.e. the power of a test) depends on the

 true effect size and the sample size. They therefore need

 to show that the average sample sizes in biology for the

 tests reported by Csada et al. (1996) is such that

 considerably more than 8.6% of studies should report

 non-significant results assuming a true effect size of

 r = x. To illustrate, if Csada et al's 1201 tests all

 examined the significance of Pearson's correlations and

 the true r = 0.50, then only 10% (120) will fail to report

 a mean correlation significantly greater than zero (at
 alpha = 0.05, two-tailed) if the sample size per study is
 a modest n = 37. This does not differ from the observa-

 tion of 103 non-significant studies (X2 = 1.43, P = 0.23).
 If the average sample size is greater than 37, the true

 effect can be less than r = 0.5. For example, if the mean
 sample size is 113 then a true effect of r = 0.30 again

 yields only 120 studies with non-significant results. We
 are not disputing K&T's (2000) argument that there is
 probably a publication bias, only that they have over-

 stated the problem by claiming the true effect must be
 close to r = 1 to account for the findings of Csada et al.
 (1996).

 Finally, we would like to make two more general

 points. First, publication bias is a problem for any form
 of review, including traditional narrative reviews. Nar-
 rative summaries in individual papers or in reviews are
 invariably more biased than meta-analyses because the

 authors cannot possibly calculate effect sizes while tak-
 ing sample size and heterogeneity among studies into

 account. Thus, while meta-analyses may be biased, we
 claim that narrative summaries are bound to be even

 more biased. Unfortunately, publication bias has be-

 come negatively linked with meta-analysis as a proce-

 dure to synthesizing the literature. We remind readers
 that most of the recent work looking at publication bias
 in biology comes from researchers who support the use

 of meta-analysis (Poulin 2000, Palmer 2000, Moller and
 Jennions 2001, Jennions and Moller 2002a, b). Earlier
 narrative reviews simply overlooked or ignored the
 problem of publication bias. Second, meta-analysis in-
 volves far more than just testing whether the mean

 effect differs from zero. It is also about detecting corre-
 lates of effect size and identifying factors leading to
 among-group differences in effect sizes since these will
 help to generate novel hypotheses and thereby advance

 science. These heterogeneity and correlational tests may
 be far less vulnerable to publication bias. In summary,
 we believe that meta-analysis, like any other scientific
 tool, is subject to errors and problems of application so
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 that results should be interpreted with caution. But

 even if publication bias does exist, the use of meta-anal-

 ysis is still superior to traditional narrative reviewing
 techniques.

 References

 Cohen, J. 1988. Statistical power analysis for the behavioral
 sciences, 2d ed. - L. Erlbaum, Hillsdale. New Jersey.

 Csada, R. D., James, P. C. and Espie, R. H. M. 1996. The
 "file drawer problem" of non-significant results: does it
 apply to biological research? - Oikos 76: 591-593.

 Duvall, S. and Tweedie, R. 2000a. Trim and fill: a simple
 funnel-plot-based method of testing and adjusting for pub-
 lication bias in meta-analysis. - Biometrics 56: 455-463.

 Duvall, S. and Tweedie, R. 2000b. A non-parametric 'trim and
 fill' method of assessing publication bias in meta-analysis.
 - J. Am. Stat. Ass. 95: 89-98.

 Jennions, M. D. and M0ller, A. P. 2002a. Relationships fade
 with time: a meta-analysis of temporal trends in publica-

 tion in ecology and evolution. - Proc. R. Soc. Lond. B
 269: 43-48.

 Jennions, M. D. and M0ller, A. P. 2002b. Publication bias in
 ecology and evolution: an empirical assessment using the
 "trim and fill" method. - Biol. Rev. 77: 211-222.

 Kotiaho, J. S. and Tomkins, J. L. 2002. Meta-analysis can it
 ever fail? - Oikos 96: 551-553.

 M0ller, A. P. and Jennions, M. D. 2001. Testing and ad-
 justing for publication bias. - Trends Ecol. Evol. 16:
 580-586.

 Palmer, A. R. 2000. Quasireplication and the contract of error:
 lessons from sex ratios, heritabilities and fluctuating asym-
 metry. - Annu. Rev. Ecol. Syst. 31: 441-480.

 Poulin, R. 2000. Manipulation of host behaviour by parasites:
 a weakening paradigm? - Proc. R. Soc. Lond. B 267:
 787-792.

 Song, F., Eastwood, A. J., Gilbody, S. et al. 2000. Publication
 and related biases. - Health Technol. Assessment 4 (10):
 1-115.

 Thornhill, R., M0ller, A. P. and Gangestad, S. 1999. The
 biological significance of fluctuating asymmetry and
 sexual selection: a reply to Palmer. - Am. Nat. 154:
 234-241.

 OIKOS 104:1 (2004) 193

This content downloaded from 144.173.241.29 on Wed, 01 Feb 2017 00:00:36 UTC
All use subject to http://about.jstor.org/terms


	Contents
	p. 191
	p. 192
	p. 193

	Issue Table of Contents
	Oikos, Vol. 104, No. 1 (Jan., 2004) pp. 1-208
	Volume Information [pp. ]
	Front Matter [pp. ]
	Editorial
	The Former Editor-in-Chief Says Thanks and Goodbye [pp. 3-4]
	Inaugural Editorial [pp. 4]

	Is the Matrix Really Inhospitable? Vole Runway Distribution in an
Experimentally Fragmented Landscape [pp. 5-14]
	Direct and Indirect Effects of Pollinators and Seed Predators to
Selection on Plant and Floral Traits [pp. 15-26]
	The Community of an Individual: Implications for the Community
Concept [pp. 27-34]
	Abundance and Viability of Fungal Spores along a Forestry Gradient:
Responses to Habitat Loss and Isolation? [pp. 35-42]
	Antipredator Behaviour Mediated by Chemical Cues: The Role of Conspecific
Alarm Signalling and Predator Labelling in the Avoidance Response of a Marine
Gastropod [pp. 43-50]
	Competitive Asymmetry, Foraging Area Size and Coexistence of
Annuals [pp. 51-58]
	Between-Population Variation in Size-Dependent Reproduction and
Reproductive Allocation in Pinguicula vulgaris (Lentibulariaceae) and Its
Environmental Correlates [pp. 59-70]
	Faced with a Choice, Sparrowhawks More Often Attack the More Vulnerable
Prey Group [pp. 71-76]
	Immigration and Local Competition in Herbaceous Plant Communities: A
Three-Year Seed-Sowing Experiment [pp. 77-90]
	The Odour Makes the Difference: Male Moths Attracted by Sex Pheromones
Ignore the Threat by Predatory Bats [pp. 91-97]
	Population Dynamics and Life History Tactics of Arthropods from
Mediterranean-Type Ecosystems [pp. 98-108]
	Size-Dependent Resource Limitation and Foraging-Predation Risk
Trade-Offs: Growth and Habitat Use in Young Arctic Char [pp. 109-121]
	Implications of Mate Search, Mate Choice and Divorce Rate for Population
Dynamics of Sexually Reproducing Species [pp. 122-132]
	Seed Predation by Birds and Small Mammals in Semiarid
Chile [pp. 133-141]
	Non-Linear Biological Responses to Environmental Noise Affect Population
Extinction Risk [pp. 142-148]
	Naturally Acid Freshwater Ecosystems Are Diverse and Functional: Evidence
from Boreal Streams [pp. 149-155]
	Within-Population Spatial Synchrony in Mast Seeding of North American
Oaks [pp. 156-164]
	Environmental Rugosity, Body Size and Access to Food: A Test of the
Size-Grain Hypothesis in Tropical Litter Ants [pp. 165-171]
	The Relationship between Habitat Permanence and Larval Development in
California Spadefoot Toads: Field and Laboratory Comparisons of Developmental
Plasticity [pp. 172-190]
	Opinions
	Meta-Analysis Can "Fail": Reply to Kotiaho and Tomkins [pp. 191-193]
	Publication Bias in Meta-Analysis: Seeing the Wood for the
Trees [pp. 194-196]

	Forum
	Carrying Capacity Models Should Not Use Fixed Prey Density Thresholds: A
Plea for Using More Tools of Behavioural Ecology [pp. 197-204]
	Taxonomic Partitioning Shedding Light on the Diversification of Parasite
Communities [pp. 205-207]

	Erratum: Comparing Species Richness among Assemblages Using Sample Units:
Why Not Use Extrapolation Methods to Standardize Different Sample
Sizes? [pp. 208]
	Erratum: Strong Indirect Interactions of Tarsonemus Mites (Acarina:
Tarsonemidae) and Dendroctonus frontalis (Coleoptera: Scolytidae) [pp. 208]
	Back Matter [pp. ]



